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About Me

• Head of AI for STEM at Turnitin [2018-] 

• Co-founder of Gradescope [2014-2018] 

• Co-organizer of Full Stack Deep 
Learning (weekend bootcamps, online 
course, and official UW and UC Berkeley 
courses) 

• PhD Computer Science at UC Berkeley 
[2009-2014]
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You've heard the news...
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Really, really good text generation

Qspwjefe!cz!nf
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Really, really good text generation

Qspwjefe!cz!nf
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GPT-3 is a deep learning model for 
the task of language modeling



GSV Breakfast Club - January 2021 - Sergey Karayev

GPT-3 is a deep learning model for 
the task of language modeling
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Artificial 
IntelligenceGeneral idea of “thinking machines”

Machine 
LearningMaking data driven predictions 

Deep Learning

Deep 
Learning

State-of-the-art method for ML
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aka Neural Networks

https://medicalxpress.com/news/2018-07-neuron-axons-spindly-theyre-optimizing.html

https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/

https://www.the-scientist.com/the-nutshell/what-made-human-brains-so-big-36663

https://medicalxpress.com/news/2018-07-neuron-axons-spindly-theyre-optimizing.html
https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/
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A "neuron" is just a set of numbers

https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/

https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/
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A "layer" is then just a matrix

https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/

https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/
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And the network is a set of matrices
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We call these numbers "parameters"
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To "train" a neural network is to find parameters 
that minimize error on data
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More parameters -> Model can handle more complexity

https://towardsdatascience.com/polynomial-regression-bbe8b9d97491

The data
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More parameters -> Model can handle more complexity

https://towardsdatascience.com/polynomial-regression-bbe8b9d97491

1 degree of freedom
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More parameters -> Model can handle more complexity

https://towardsdatascience.com/polynomial-regression-bbe8b9d97491

2 degrees of freedom
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More parameters -> Model can handle more complexity

https://towardsdatascience.com/polynomial-regression-bbe8b9d97491

3 degrees of freedom
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"Train" a neural network = find parameters 
that minimize error on training data
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GPT-3 is a deep learning model for 
the task of language modeling



GSV Breakfast Club - January 2021 - Sergey Karayev

GPT-3 is a deep learning model for 
the task of language modeling
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Language Modeling

We are gathered here 
to
today
on

inLopxo!ufyu

Mjlfmz!ofyu!xpset
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Neural Network for Language Modeling

We are gathered here 
to
today
on
in
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Train on "the Internet"
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And use an ungodly number of parameters

110M params
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And use an ungodly number of parameters

1.5B params
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And use an ungodly number of parameters

11B params
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And use an ungodly number of parameters

17B params



GSV Breakfast Club - January 2021 - Sergey Karayev

And use an ungodly number of parameters

175B parameters
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GPT-3 is a deep learning model for 
the task of language modeling

(Cost of development is in the tens of millions)
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OpenAI did not release model 
parameters, out of societal concern
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Instead, provided a GPT-3 API that they can monitor
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But open GPT-3-equivalent models are inevitable

https://eleuther.ai/projects/gpt-neo/
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One problem: 
perpetuating unfortunate 

things

https://twitter.com/an_open_mind/status/1284487376312709120
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https://github.com/openai/gpt-3/blob/master/model-card.md

https://github.com/openai/gpt-3/blob/master/model-card.md
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Model Cards

https://modelcards.withgoogle.com/face-detection

https://modelcards.withgoogle.com/face-detection
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A little cold water

https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/

http://www.apple.com
https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/
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https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/

A little cold water

Gbjmt
Tvddffet

http://www.apple.com
https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/
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Reasonable mental model
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🤯 Useful for more than text?

https://twitter.com/sharifshameem/status/1283322990625607681
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🤯 Useful for more than text?

https://twitter.com/pavtalk/status/1285410751092416513


GSV Breakfast Club - January 2021 - Sergey Karayev

Okay, so where does this leave us?
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Negative implications

• more garbage search results 

• more fake articles, reviews, social media posts 

• (especially combined with https://thispersondoesnotexist.com) 

• another vector of academic dishonesty

https://thispersondoesnotexist.com
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Academic Dishonesty
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Positive implications

• A copy-writing intern for everyone 

• For example: generate a grading rubric from just the question 

• Or generate a question given source text 

• "Calculator" for writing (and design, and coding?)

Ibse!up!jnbhjof!jnqmjdbujpot
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Image Generation

https://openai.com/blog/dall-e/

https://openai.com/blog/dall-e/
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Will progress slow down?

• Doesn't appear likely right now

1.6 TRILLION parameters
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So, what should we do?


